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The objective of this study was to compare predictive performances of four machine learning (ML) 

models: Support Vector Machines with Radial Basis Function Kernel (SVMR), Classification and 

Regression Trees (CART), Random Forest (RF) and Model Average Neural Networks (MANN) to 

predict live weight from morphological measurements of Norduz sheep (n=93). Seven 

morphological measurements; chest girth (CG), chest width (CW), chest depth (CD), height at 

withers (HW), body length (BL), heigth at rump (HR) and rump width (RW) were used to predict 

live weigth (LW) of Norduz sheep. All morphological measurements were positively correlated to 

LW. Live weight had the highest correlation with CG and the lowest correlation with HR. Initially, 

highly correlated predictors were removed from the data set. The remaining predictors were then 

subjected to variable selection procedures using the Boruta algorithm. The results of Boruta 

confirmed the importance of the four predictors HW, BL, CW, and CD. However, HR confirmed 

to be unimportant was excluded from the dataset. The ML models were trained on selected 

predictors. The results showed that the prediction performance validated using the test dataset 

indicated that RF had the lowest values of Mean Absolute Error (MAE), Root Mean Squared Error 

(RMSE), and Mean Absolute Percent Error (MAPE). The permutation-based variable importance 

scores indicate that CW and CD were the most important variables in predicting LW. The actual 

LW had the highest significant positive correlations with the values predicted by SVMR and RF, 

and followed by ANN and CART models respectively. There were no differences between the 

means of actual and predicted LWs by machine learning models. The fact that the models 

generalized well on the testing data sets indicates that machine learning algorithms have valid 

predictive patterns and are effective methods in LW weight of Norduz sheep. Considering runtime 

of the models, although the CART model had the lowest computational cost, it had the worst 

performance. The MANN algorithm, on the other hand, required a longer runtime to process the 

same dataset. 
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Introduction 

Live weight information plays an important role in 

managing performance-related parameters affecting 

livestock productivity, such as animal growth, uniform 

housing, space requirements, optimize feeding practices, 

monitoring herd health, and predicting and controlling 

marketing weights (Kashiha et al., 2014). Regular 

monitoring and management of changes in live weight in 

sheep significantly related to the productive and 

reproductive efficiency of the ewes, and to the progeny 

performance such as meat and fleece yield, as well as their 

effects on the economic profitability of the enterprise 

(Brown et al., 2015). As farms continue to grow in size, 

even small changes in production practices can have a large 

impact on the overall profitability of the business in animal 

production (Kashiha et al., 2014). Therefore, accurate 

monitoring of changes in body weight is critical for making 

effective management decisions for an efficient livestock 

production especially for meat production. Studies have 

shown that morphological measurements have significant 

correlations with body weight in sheep (Ferra et al., 2010; 

Mavule et al., 2013) and goat (Dakhlan et al., 2020) and 

are reliable features in the prediction of live weight in 

different animal species (Menesatti et al., 2014; Gomes et 

al., 2016; Fernandes et al., 2019; Meghelli et al., 2020). 

Since morphological measurements associated with body 

weight and body condition scores in farm animals (Chacón 

et al., 2011; Mekparyup et al., 2013; Olaniyi et al., 2018) 

can reflect growth, development and production 
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performance as well as genetic characteristics, it is 

important to monitor changes in these values (Zhang et al., 

2018). However, as the number of predictors increases with 

an interaction effect between two or more of them, the 

estimation task becomes more complicated. Machine 

learning provides ideally suited methodologies for 

extracting insights from this type of data (Valletta et al., 

2017). Machine learning, also referred to as statistical 

learning, is a branch of artificial intelligence dedicated to 

the study of algorithms for prediction and inference 

(Morota et al., 2018). Additionally, machine learning can 

tackle a wide variety of tasks, including classification, 

clustering, and regression of an outcome of interest by 

multiple factors and elucidating the effects that contribute 

to it (Valletta et al., 2017). According to recent review 

(Benos et al., 2021), machine learning algorithms are 

classified into four categories: supervised learning, 

unsupervised learning, semi-supervised learning, and 

reinforcement learning. Supervised machine learning, 

which is also known as predictive model, is used for tasks 

that involve the prediction of a given output using other 

features in the data set (Boehmke and Greenwell, 2019). 

When the objective of supervised learning is to predict the 

outcome of a numerical continuum, it is referred to as a 

regression problem (Boehmke and Greenwell, 2019), 

which has been used to predict live weight in cattle 

(Aytekin et al., 2018), goat (Dakhlan et al., 2020) and 

carcass traits from morphological measurements (Pabiou et 

al., 2011; Shahinfar et al., 2019; Lee et al., 2020). Using 

different machine learning algorithms body weights can be 

predicted with high accuracy by morphological 

measurements in different species of farm animals (Burke 

et al., 2004; Brown et al., 2015). Live weights were also 

predicted accurately using morphological measurements 

extracted from digital image processing, such as shoulder 

height, chest depth, and body length in sheep (Menesatti et 

al., 2014), body area pigs (Kashiha et al., 2014), several 

morphological measurements in cattle (Gomes et al., 2016; 

Miller et al., 2019), and lateral body surface images in 

buffaloes (Negretti et al., 2007). 

The aim of this study is to predict live weights of 

Norduz sheep from morphological measurements using 

different machine learning algorithms. Validating the 

potential of machine learning methods for predicting live 

weight from morphological measurements could enable 

the development of prototype software for automated live 

weight prediction in the future via the integration of digital 

image processing techniques. Given the influence of farm 

management practices on production elements, it is very 

difficult to assess each individual animal adequately on a 

continuous and regular basis using conventional 

assessment methods that cause stress as livestock holdings 

expand. Supporting farmers via the application of precision 

livestock technology such as digital image processing and 

the integration of advanced machine learning algorithms 

may help increase livestock production efficiency, while 

also giving the farmer with more free time. 

 

Materials and Methods 

 

This study's dataset included morphological 

measurements taken from 93 Norduz ewes (aged 3-4 

years), a fat-tailed breed native to the province of Van in 

Eastern Anatolia, Turkey. Seven morphological 

measurements were used to predict live weight (LW) of 

ewes. These morphological measurements were chest girth 

(CG), chest width (CW), chest depth (CD), height at 

withers (HW), body length (BL), height at rump (HR) and 

rump width (RW) (Table 1). Morphological measurements 

were carried out with the assistance of two handlers. The 

handlers ensured that the measures were taken accurately 

by keeping the ewe in the correct position. Live weights 

were measured manually on a static weighing platform 

after the morphological measurements were taken, to be 

used as a gold standard for predictive models. To minimize 

gutfill error, animals were deprived of feed for 12 h the 

night before weighing. 

 

Statistical Analysis and Model Building 

Modelling framework includes preprocessing the data, 

partitioning the data into training and testing sets, identifying 

optimal tuning parameters, building models, and estimating 

predictive performance (Kuhn and Johnson, 2019). The 

steps of the machine learning process are given in Figure 1. 

A major goal of the machine learning process is to find an 

algorithm that needed not only fits well to the past data, but 

more importantly, most accurately predicts future outcome, 

which is called the generalizability of the algorithm, based 

on a set of features (Boehmke and Greenwell, 2019). In 

order to evaluate the generalizability performance of the 

optimal model, the dataset was split into training and test 

datasets. Training dataset was used to select features, train 

algorithms, tune hyperparameters, and compare models as 

well as all of the other procedures needed to choose an 

optimal model (Boehmke and Greenwell, 2019), while the 

unseen testing data set was used to qualify performance of 

the models (Kuhn and Johnson, 2013). 

 

Preprocessing 

Initially, all variables were used as the candidate 

variables. The dataset was split into two parts: 75% training 

and 25% testing. The training data set (n=69) was used to 

create the model, while the unseen test data set (n=24) was 

used to qualify performance of the models.  

 

Table 1. Summary of variable statistics 

Value 
LW 

(kg) 

HW 

(cm) 

BL 

(cm) 

CD 

(cm) 

CW 

(cm) 

HR 

(cm) 

RW 

(cm) 

CG 

(cm) 

Mean 54.7 72.9 66.7 33.2 21.1 71.1 22.7 93.0 

Std.Dev. 8.3 2.6 3.3 2.1 2.2 2.9 1.9 5.7 

Minimum 39.1 66.0 60.0 22.0 17.0 64.0 19.0 80.0 

Median 53.9 73.0 66.5 33.0 21.0 71.0 22.5 93.0 

Maximum 76.6 80.0 73.0 38.0 26.0 76.0 27.5 106.0 
LW: live weight, HW: height at withers, BL: body length, CD: chest depth, CW: chest width, HR: height at rump, RW: rump width and CG: chest girth. 
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Figure 1. A workflow diagram that indicates each step of the machine learning process 

 

Numeric variables were standardized by centering and 

scaling to have zero mean and unit variance, which 

provides a common comparable unit of measure across all 

variables. A correlation matrix was generated using the 

“ggstatsplot” R package (Patil, 2021) to keep all pairwise 

correlations below the threshold of 0.75 and eliminate 

highly correlated variables in order to avoid collinearity. 

The best subset of predictors for LW were selected from 

the training data using the Boruta algorithm implemented 

in “Boruta” R package (Kursa and Rudnicki, 2010). The 

machine learning models were then trained on the optimum 

subset. Hyperparameters, specific to the ML algorithm, 

were tuned by cross validation (Valletta et al., 2017). 

Repeated 10 times 10-fold cross validation resampling 

method was used to increase the precision of the estimated 

generalization error (Boehmke and Greenwell, 2019). 

Random Forest (RF), Support Vector Machines with 

Radial Basis Function Kernel (SVMR), Classification and 

Regression Trees (CART) and Model Average Neural 

Networks (MANN) were performed using “caret” R 

package (Kuhn, 2020) to predict live weight of Norduz 

sheep based on a set of selected morphological 

measurements. The “ggstatsplot” R package was used for 

the comparisons of live weight means predicted by 

machine learning models. All analysis were performed 

using R programming language, R version 4.1.2 

(RCoreTeam, 2021). 

 

Evaluation of Model Performance 

The metric used to assess the effectiveness of a model 

to predict the outcome is very important and can influence 

the conclusions. The most effective approach to assessing 

model performance is to assess the predictive accuracy by 

loss functions (Boehmke and Greenwell, 2019; Kuhn and 

Johnson, 2019). Mean Absolute Error (MAE), Root Mean 

Squared Error (RMSE), and Mean Absolute Percent Error 

(MAPE) were generated with the “Metrics” R package 

(Hamner and Frasco, 2018) and used as loss functions to 

assess the performance of predictive regression models. 

The “vip” R package was used to find the most influential 

variables in the models using permutation based variable 

importance (Greenwell and Boehmke, 2020). The 

“ggplot2” R package was used to visualize the results 

(Wickham, 2016). 

 

Results and Discussion 

 

Preprocessing and Model Building 

Correlation matrix of whole data set indicated that LW 

had the highest correlation with CG (Figure 2A). In line 

with these results, Önk et al. (2018) reported that CG had 

the highest correlation with live weight in Tuj lambs. 

Higher correlation between CG and LW were also reported 

in cattle (Tebug et al., 2016; Weber et al., 2020a) and in 

goat (Abd-Allah et al., 2019). In the present study, 

however, the predictors CG and RW were the highly 

correlated variables and were removed from data set 

(Figure 2B). The result of Boruta analysis are given in 

Table 2 and displayed in Figure 3 indicated that the 

predictor HW, BL, CW and CD were variables confirmed 

to be important were selected as the final predictors. 

However the predictor HR was not important and removed 

from the dataset. Considering training data set, LW had the 

highest correlation with CD (r=+0.77, P<0.05) and CW 

(r=+0.72, P<0.05) fallowed by BL (r=+0.57, P<0.05) and 

the lowest with HR (r=+0.33, P<0.05). 

 

Model performance, and correlations between actual 

and predicted live weights 
Results of the present study suggested that 

morphological measurements have potential to predict 

LWs of sheep. Repeated 10 times 10-fold cross validation 

resampling results for test datasets across the models are 

given in Table 3. The results showed that the prediction 
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accuracy validated using the test dataset indicated that RF 

model outperformed all other models with the lowest 

values of MAE, RMSE and MAPE. Although the CART 

models took a substantially less time to train, it was the 

worst performing model with the highest value of MAE, 

RMSE, and MAPE among the models.  

In another study, Shahinfar et al. (2019) reported that 

using the correlation coefficient and MAE as predictive 

performance measures, random forest outperformed linear 

regression, deep learning, gradient boosting tree, k-nearest 

neighbor and model tree in predicting sheep carcass traits. 

In their study, Sant’Ana et al. (2021) found that the RF 

model, which had the lowest MAE values, outperformed 

the SVM model in predicting body weights in sheep using 

morphological data extracted from digital images. 

However, contrary to the results of the present study, Celik 

et al. (2017) reported that the RMSE and MAPE values of 

the CART model were lower than those of the ANN model 

in predicting body weight of Mengali rams using body 

length, withers height, heart girth, testicular length, scrotal 

length, and scrotal circumference as predictors. In another 

study, Huma and Iqbal (2019) compared the performance 

of generalized linear models, regression trees, support 

vector machines, and random forests models in predicting 

the body weight of Balochi sheep using body length, heart 

girth, withers height, scrotal diameter, scrotal 

circumference, scrotal length, and testicular length as 

predictor variables. Similar to the results of the present 

study, those researchers found that random forests had the 

lowest MAE, RMSE, and MAPE values on the test dataset, 

followed by support vector machine and regression trees. 

Iqbal et al. (2021) on the other hand found that the least 

square support vector machine model had the lowest values 

of MAE and RMSE on the test dataset when compared to 

the ANN model. 

 

Table 2. Variable importance scores. 

Variables meanImp medianImp minImp maxImp normHits decision 

HW 3.872366 3.931149 1.039355 7.071214 0.8229167 Confirmed 

BL 9.343600 9.428641 6.736520 11.586554 0.9947917 Confirmed 

CD 21.228616 21.273306 18.972473 23.900741 1.0000000 Confirmed 

CW 18.854771 18.841887 16.890068 21.162709 1.0000000 Confirmed 

HR 1.453639 1.382400 -1.362311 4.791386 0.3697917 Rejected 
HW: height at withers, BL: body length, CD: chest depth, CW: chest width and HR: height at rump. 

 

Table 3. Performances of regression models on test dataset. 

Model MAE RMSE MAPE Runtime Tuning parameters 

MANN 4.06 4.97 0.07 37.30857 secs size = 1, decay = 0.1 

CART 4.97 5.69 0.09 1.396198 secs cp = 0.005 

SVMR 3.94 5.07 0.07 2.857357 secs sigma = 0.3415073, C = 2 

RF 3.66 4.47 0.07 4.588363 secs mtry = 2 
MAE: mean absolute error, RMSE: root mean squared error, and MAPE: mean absolute percent error. 

 

  
(a) (b) 

Figure 2. a) Correlation matrix illustrates correlation coefficients between the features in training dataset and b) 

Correlation matrix illustrates correlation coefficients between features, after removing predictors with an absolute pair-

wise correlation of 0.75 or higher in training dataset.CG: chest girth, CD: chest depth, BL: body length, CW: chest width, HR: height at 

rump, RW: rump width, HW: height at withers. 
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Figure 3. Plot of Boruta result. Blue boxplots correspond to minımum, mean and maximum Z scores of a shadow 

variable. Boxplots in red and green represent the Z scores of respectively rejected and confirmed variables.  
HW: height at withers, BL: body length, CW: chest width and CD: chest depth are the four variables confirmed to be important. HR: height at rump is 

the only variable that is confirmed to be unimportant. 
 

 
Figure 4. Variable importance scores for the predictors;  

HW: height at withers, BL: body length, CD: chest depth and CW: chest width. 
 

According to the permutation-based variable 

importance scores used in the present study, the most 

important predictors of live weight in all machine learning 

models were CD and CW, whereas the least important 

predictors were BL and HW (Figure 4). Contrary to the 

result of the present study, Huma and Iqbal (2019) reported 

variable importance scores for the random forest model 

only, with BL being the most important predictors, whereas 

HW and CG were the least important predictors. In their 

study, Iqbal et al. (2021) reported variable importance 

scores only for the ANN model, with HW being one of the 

most important predictors, whereas BL and CG were 

among the least important predictors. Although Iqbal et al. 

(2021) noted in their study that some explanatory variables 

were highly correlated, indicating multicollinearity, they 

developed models without feature selection using all 

measured variables. Therefore, these results are not 

reasonably comparable to the findings of the present study. 
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Even if a model is insensitive to a higher number of 

predictors, beside it is scientifically reasonable to include 

the minimum possible number of predictors that yield 

acceptable results, reducing the predictors can sometimes 

reduce the cost of acquiring data or improve the efficiency 

of the software used (Kuhn and Johnson, 2019). To address 

the question of the smallest possible number of variables 

required to achieve optimal predictive performance and 

overcome multicollinearity in the present study, correlation 

matrices and a random forest-based Boruta algorithm were 

employed to select the most relevant and important 

variables. Since the approach enables for variable selection 

to decide which variables are relevant and important for 

live weight prediction, this approach will save time and 

effort by eliminating the measurement of irrelevant and 

unimportant variables. 

Correlation matrix shows that the actual live weight 

values had the highest significant positive correlations with 

the values predicted by SVMR (r=+0.80, P<0.05), RF 

(r=+0.79, P<0.05) and ANN (r=+0.77, P<0.05), followed 

with the lowest value by CART (r=+0.59, P<0.05) model 

(Figure 5a). However, the results of ANOVA show that 

there were no statistically significant differences between 

the means of actual and predicted live weights by machine 

learning models (Figure 5b). The models generalized well 

on the testing datasets, suggesting that they had valid 

predictive patterns, as they were also supported by 

significant high correlations between actual and predicted 

values. While repeated 10 times 10-fold cross validation 

highlighted good predictive performance, the findings 

varied across machine learning models. Different machine 

learning methods have been used to predict live weight in 

sheep (Celik et al., 2017; Huma and Iqbal, 2019; Iqbal et 

al., 2021; Sant’Ana et al., 2021) or fat tail weight in sheep 

(Norouzian and Vakili Alavijeh, 2016), cattle (Aytekin et 

al., 2018; Miller et al., 2019; Weber et al., 2020a) and 

rabbits (Salawu et al., 2014) reported different results. In 

the present study, the data was split into two parts as 75% 

training and 25% testing. Repeated 10 times 10-fold cross 

validation resampling method was used to increase the 

precision of the estimated generalization error. In this 

respect, it differs from previous studies which used 

different data splitting and model validation methods for 

prediction of body weight in sheep (Celik et al., 2017; 

Huma and Iqbal, 2019; Iqbal et al., 2021; Sant’Ana et al., 

2021) and cattle (Cominotte et al., 2020; Lee et al., 2020; 

Weber et al., 2020a; Weber et al., 2020b) or of carcass 

traits in sheep (Shahinfar et al., 2019) and cattle 

(Pogorzelska-Przybyłek et al., 2014). Therefore, it was not 

feasible to draw an accurate comparison between the 

findings of the present study and the findings of earlier 

studies that reported results from the use of various 

machine learning approaches to predict live weight in 

sheep. 

On a more practical level, all model development 

attempts are constrained by available data. For many 

situations, the data may have a small sample size, be of 

poor quality, or be unrepresentative of future samples 

(Kuhn and Johnson, 2013a). Due to the logistical 

challenges associated with collecting data on livestock, it 

is rather common to work with small datasets. The 

downsides of dealing with limited datasets for machine 

learning models, on the other hand, are related to 

overfitting and bias. Therefore, the limitation of the present 

study was that it was studied with a small data set. 

However, in order to evaluate the generalizability 

performance of the models, the dataset was split into 

training and test datasets. Training dataset was used to 

select features, train algorithms, tune hyperparameters, 

while the unseen testing data set was used to qualify 

performance of the models. Hyperparameters, specific to 

the ML algorithm, were tuned by repeated 10 times 10-fold 

cross validation resampling method to increase the 

precision of the estimated generalization error. 

 

  
(a) (b) 

Figure 5. a) Correlation matrix illustrates correlation coefficients between actual and predicted live weight by different 

machine learning models, b) Comparison of differences between live weights predicted with different machine learning 

models.  
MANN: model averaged neural network, CART: classification and regression trees, RF: random forest and SVMR: support vector machines with 

radial basis function kernel. 
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Conclusion 

This study demonstrates that machine learning 

approaches are effective methods in predicting LWs in 

Norduz sheep. The prediction performance validated using 

the test dataset indicate that random forest outperformed 

MANN, SVMR and CART models with the lowest values 

of mean absolute error, root mean squared error and mean 

absolute percent error. Although the CART model had the 

lowest computation cost, it performed the worst. The 

results also suggest that morphological measurements are 

highly significantly correlated with live weight and are 

reliable variables that can be used in machine learning 

methods to accurately predict LW in Norduz sheep. The 

study also shows that although all variables significantly 

correlate with LW, the Boruta algorithm can be used 

effectively to select which variables should be used in final 

models to compare machine learning algorithms. Since the 

approach enables for variable selection to decide which 

variables are relevant and important for live weight 

prediction, this approach will save time and effort by 

eliminating the measurement of irrelevant and unimportant 

variables. In light of these findings, future research might 

focus on identifying features from larger sample sizes 

(from animals at various stages of development) that are 

more easily obtained and relevant to the field, by 

integrating image analysis techniques and different 

machine learning algorithms, considering alternative 

feature selection methods. 
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